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The role of local geometric and stereo-electronic effects in tuning the alkylation of DNA by
duocarmycins has been analyzed by an integrated computational tool rooted in the density functional
theory and the polarizable continuum model. Our study points out that together with steric
accessibility, different electronic delocalisations also contribute to determine the higher reactivity of
adenine with respect to guanine. Also the effect of the methyl ester group on the alkylating agent has an
electronic origin. Furthermore, deviations from the planarity in the drug structure (conformational
catalysis) could be less important than currently accepted since, according to our computations,
compounds with strongly different reactivity have nearly constant and very similar out of plane
distortions before and after the reaction. Model computations suggest, instead, that specific non
covalent interactions could discriminate between different drugs selectively reducing some activation
energies with respect to the corresponding processes in solution.

1. Introduction

The search for new anticancer agents is an important area of
research because current chemotherapy is still largely based on
systemic delivery of drugs with poor selective cytotoxicities.

Many efforts are currently directed toward the discovery of
anticancer agents able to bind directly to DNA or to inhibit
DNA-binding enzymes.1–4 In this framework, the interest in
the DNA alkylating agents is expanding, as demonstrated by
the recent synthesis and characterization of small molecules
like ecteineascidin 743,5 brostacillin,6,7 pyrrolobenzodiazepines,8,9

isofulven,10 CC-1065 and duocarmycin analogs.11–17

(+)-Duocarmycin SA (DSA (1), Fig. 1), isolated from cultures
of Streptomyces,11 has revealed promising antitumor activity as
a result of its capacity to bind within AT-rich minor groove
regions of duplex B-DNA forming a covalent adduct (Fig. 2).
Although the chemical pathway leading to the formation of the
covalent adduct has not yet been fully elucidated, recent studies
of structure–activity relationships provided interesting insights.

The DNA alkylation reaction by (+)-DSA and its derivatives is
exceptionally facile and proceeds via a nucleophilic attack of an
adenine (N3) to the least substituted carbon of the cyclopropyl
group.11 This efficient alkylation of DNA is in contrast with the
high stability of these molecules under solvolytic conditions.18–21

Furthermore, the strong experimental evidence that the alkylation
of DNA by duocarmycin does not require acid catalysis22–24 points
out the role of a DNA binding-induced conformational change25,26
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able to reduce the vinylogous amide conjugation in the alkylation
subunit with the consequent activation of the ligands toward a
nucleophilic attack. On these grounds, it has been suggested that
the enhancement of the alkylating properties of duocarmycins by
DNA is related to the lifting of the intrinsic near-coplanarity of
the two subunits A and B (described by the torsion angles v1, v2,
v3, Fig. 1) induced by binding to AT-rich duplex DNA, with the
consequent strong reduction of the conjugation present in the free
ligand, and increase of the electrophilicity of the cyclopropyl ring.
This effect could be sufficient to activate a nucleophilic addition
independent of pH, under physiological conditions.

According to this model, the reaction rate would be related to
the inter-subunit twist, namely a direct result of the structural
features of the ligand. However, although the results of several
experimental studies point out the importance of the methyl
ester27 on the alkylating unit A of duocarmycin SA and of the
methoxy groups28,29 on the binding unit B, the specific role of
these substituents is still ill defined. In our opinion, a deeper
insight into this problem can be obtained in terms of the
reaction profile of model systems with special reference to the
geometries and energies of prototype transition states. A quantum
mechanical study could be the most appropriate tool to obtain
such information, provided that the computational model couples
reliability and feasibility for quite large systems.

Thanks to the recent advances in quantum mechanical (QM)
methods rooted in the density functional theory (DFT)30–32 and
of continuum solvent models (e.g. the so called polarizable conti-
nuum model, PCM32), systems of biological and pharmacological
interest in their natural aqueous environment can be nowadays
treated with remarkable accuracy, a particularly effective approach
being offered by hybrid functionals (here PBE033) coupled to
PCM.32

Using this integrated computational strategy, the first part of
our study is devoted to the analysis of the electronic factors
responsible for the selectivity of the (+)-DSA attack toward
adenine through a comparative investigation of adenine and
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Fig. 1 Structure of natural compound (+)-DSA (1), and synthetic compounds (+)-DSI (2), (+)-CPI (3), (+)-N-Boc-CPI (4), (+)-N-Boc-DSA (5).

Fig. 2 Schematic representation of the DNA alkylation.

guanine alkylation reactions, and to the evaluation of the role
played by non covalent interactions on the title reaction. Next, we
perform a comparative examination of representative models [(+)-
DSI and (+)-CPI with adenine] allowing a detailed examination
of the subunit A of the natural product, (+)-DSA. The side-
by-side comparisons of the systems pointed out the role of
electronic effects related to the presence of the methyl ester in
influencing the overall reactivity and the most important structural
features tuning the alkylation reaction. Furthermore, we present
a preliminary exploration of the role of the methoxy groups on
the binding unit (B), in terms of electronic effects, by a combined
discrete–continuum model in which some specific interactions are
modeled at the quantum mechanical level, whereas the effect of
more distant parts of DNA is taken into account by means of
an effective polarizable continuum. Finally, we tried to analyze
reactivity trends in terms of hardness (g) and electrophilicity (x)
indexes, obtained by DFT calculations.

The paper is organized as follows: in section 2, we describe
the computational details of the methods used. Section 3 starts
with the results obtained on the same ligand structures that
have previously been analyzed experimentally, in order to assess
the accuracy of the selected computational approach. Next, in
subsection 3.1 we study the reaction of the same electrophilic
species [(+)-CPI] with adenine and guanine; in subsection 3.2
we investigate the reaction with a simplified model analyzing the
influence of the solvent and of hydrogen bonds, by using explicit

water molecules; in subsection 3.3 we compare the reactivity of
several ligands toward the same nucleophile (adenine). In section
4 we discuss our results in terms of the different factors possibly
influencing the reactivity, and we end with conclusions.

2. Methods

2. Computational details

All the calculations were carried out using the Gaussian03
package.34 In the gas phase, all structures were fully optimized
and characterized as minima or transition states by calculating the
harmonic vibrational frequencies at the PBE0/6-31G(d) level.33–35

Zero point energies (ZPE’s) and thermal contributions to thermo-
dynamic functions and activation parameters were computed from
PBE0/6-31G(d) structures and harmonic frequencies by using the
rigid rotor–harmonic oscillator approximation and the standard
expressions for an ideal gas in the canonical ensemble at 298.15 K
and 1 atm.

Solvent effects have been taken into account by PCM,32 in which
the solvent is represented by an infinite dielectric medium charac-
terized by the relative dielectric constant of the bulk. We recall that
the solvation energies obtained from PCM computations have the
status of free energies, since they implicitly take into account the
thermal and entropic contributions of the solvent.36
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Reaction paths were characterized at the PBE0/6-31G(d) level
in terms of the intrinsic reaction coordinate (IRC)37 starting from
the optimized transition structure (TS) and using 10 steps in each
direction, with a step size of 0.3 amu−1/2 bohr.

Electronic structures were then analyzed using the natural bond
orbital (NBO) model, which allows evaluation of the stabilization
energy connected to interactions between occupied orbitals of one
reactant and empty orbitals of the second one.38

Finally, we have computed some reactivity indexes quantifying
both the overall reactivity and the site selectivity of a molecule.
We have selected as global descriptors the electrophilicity x (an
intramolecular parameter that depends only on the electronic
characteristics of the acceptor species)39 and the donor–acceptor
hardness gDA (an intermolecular parameter).40

The hardness has been defined41–43 as the difference between
the vertical ionization energy (I) and the electron affinity (A)
of the neutral molecule, g = I − A where: I = E(N = N0 −
1) − E(N = N0) and A = E(N = N0) − E(N = N0 + 1), N0

being the number of electrons in the ground state of the system.
This requires the calculation of the energies of the neutral (N0

electron system), cationic (N0 − 1 electron system), and anionic
(N0 + 1 electron system) forms of each system. Note that the
reliability of the PBE0 functional in the computation of I’s and
A’s has been checked before,33 and that we have used unrestricted
Hamiltonians for open shell species. The electronegativity (v) and
the electronic chemical potential (l) have been defined as: v = (I +
A)/2 = −l. The definition of the electrophilicity index (x), given
by Parr and Pearson39 is: x = l2/2g. Finally, the donor–acceptor
intermolecular hardness (gDA) is gDA = (ID − AA), where AA is the
electron affinity of the acceptor A and ID is the vertical ionization
energy of the donor molecule D.40

3. Results and discussion

Before analyzing our computational results, it is useful to summa-
rize the most significant information on the title reaction obtained
in previous studies.

The available experimental data include the X-ray structures of
DSA derivatives,44,45 several high resolution NMR structures46–49

of ligand–DNA complexes, and a wealth of data regarding the
relative alkylation rates45 of synthetic DSA derivatives (Tables 1,
2). We point out that the X-ray structure of a DSA derivative (N-

Table 1 Torsional angles (v1, v2 and v3) for the covalent adducts with (+)-
DSA (1), (+)-DSI (2) and (+)-CPI (3). Reactivity for (+)-DSA, (+)-DSI
and (+)-CPI in the presence of DNA

Dihedral angles

NMR data (DNA–ligand complex) v1 v2 v3

1 22.4 11.0 11.4
2 14.2 13.4 9.7
3 14.2 14.7 8.8

Relative rates of DNA alkylationa K rel

1 1.000
2 0.050
3 0.004

a At the w794 high affinity site 5′-AATTA.

Table 2 Experimental and calculated torsional angles (v1and v2) for the
free ligand (+)-N-Boc-CPI (4). The structure has been optimized for the
gas phase [PBE0/6-31G(d)] and for an aqueous solution [PCM–PBE0/6-
31G(d)]

Dihedral angles

Conditions v1 v2

Exp./X-ray 12.6 6.3
QM/gas phase 11.4 7.1
QM/aqueous solution 12.8 7.2

Boc-CPI, 4, Fig. 1), that has a tert-butyloxy group instead of the
binding subunit, corresponds closely to the predicted conforma-
tion of the free ligand in solution with coplanar arrangements of
the two subunits (Table 2).

The structurally characterized covalent complexes have been
obtained with three of the different ligands shown in Fig. 1:
the natural compound (+)-DSA (1) and two synthetic simplified
analogues, (+)-DSI (2) and (+)-CPI (3). Note that both synthetic
models do not bear any methoxy group on the binding subunit (B),
and that 3 also lacks the acetyl group on the alkylating subunit
(A). In all the ligand–DNA complexes characterized until now
the alkylated product shows a covalent bond between the nitrogen
(adenine N3) and the least substituted cyclopropyl carbon atom
(C1), a phenolic system developed from the dienone present in the
initial structure of the ligand and a distorted conformation due to
a twist between the two planar subunits.

In our previous computational studies,50,51 where a variety of
(+)-DSA derivatives with several nucleophiles have been used as
models for the alkylation in acid and neutral conditions, we showed
that, in agreement with the experimental evidence,11 the reaction
proceeds through an SN2 mechanism, with the nucleophilic attack
at the least substituted carbon atom of the cyclopropane moiety. In
all molecules the driving force of the reaction is the development
of an aromatic system (Scheme 1).

Scheme 1 Schematic pathway for the SN2 reaction, under neutral
conditions.

Taking into account the results of several experimental studies,
we decided to investigate the attack of DNA bases on the neutral
form of the ligands assuming that the proton transfer to the oxygen
anion formed in the product P (Scheme 1) is a fast process, and
that the rate determining step is the nucleophilic attack on the
cyclopropylic carbon atom (C1).

We have modeled the alkylation reaction of DNA with duo-
carmycins using compounds 1, 2 and 3 (Fig. 1), and adenine as
nucleophiles since, as mentioned above, experimental structures
are available for the final DNA–ligand complexes (Table 1).

Before that, however, we have optimized the structure of the
experimentally characterized free ligand 4. The good agreement

1244 | Org. Biomol. Chem., 2006, 4, 1242–1251 This journal is © The Royal Society of Chemistry 2006



Table 3 Activation energies in kcal mol−1 (298.15 K, 1 atm) for com-
pounds 1, 2 and 3 with adenine calculated for the gas phase with different
functionals and with basis set 6–31G(d)

Compound

DE‡ (gas phase) 1 2 3

PBE0 30.9 29.8 31.1
PBE 23.8 22.4 23.6
BLYP 26.8 25.8 27.1

between the computed and experimental geometric parameters
(Table 2) provides a convincing validation of our computational
approach for this class of compounds. Next, the level of theory
required to accurately describe the energetics of the studied
processes has been assessed by computing the energy barrier
governing the reaction of compounds 1, 2 and 3, at various levels.
The results in Table 3 show that the activation energy calculated
with a hybrid functional (PBE0) is higher than with conventional
functionals (PBE, BLYP), but the reactivity trends are always the
same. Since previous studies for smaller models50,51 showed that
MP2 and PBE0 results are very similar, and that basis set extension
above the 6-31G(d) level has a negligible effect, in the following we
will discuss only PBE0/6-31G(d) results. In the same studies50,51

we have evaluated the bare energy DE‡ (i.e. the electronic energy
differences between transition states and reactants), together with
the corresponding free energies (DG‡), which include zero-point,
thermal, and entropic contributions. Since we always found that
DE‡ and DG‡ have parallel trends (DG‡ > DE‡ by about 10 kcal
mol−1), in the present paper, dealing with significantly larger
systems, we decided to discuss the DE‡’s only. This hypothesis is, of
course, acceptable only for reactions with similar molecularity as
is the case for all processes investigated in the following sections.

The structural parameters of the optimized structures are
presented in Tables 1, 2, 7, 8, 10, SI-1, SI-2, SI-3, SI-4, SI-5 and
SI-6†; the energies are reported in Tables 3, 4, 5, 6 and 9.

In order to investigate if environmental effects could modify
geometric parameters in a significant way we optimized structure
4 in a continuum of uniform dielectric constant (e = 78.0), using
the PCM,32 that represents bulk effects well. Our results confirm
that the environment does not induce significant geometrical
changes in the systems and that energetic parameters obtained
employing structures optimized in vacuo are very close to their
counterparts issuing from geometry relaxation in the polarizable
continuum.31,36,51 Since geometry optimizations in PCM are quite
cumbersome, we decided on the grounds of the above results to
evaluate the environmental effects for the larger systems by single-
point PCM calculations at geometries optimized in the gas phase.

3.1 Comparison between adenine and guanine

One of the crucial points to define the characteristics of the DNA
alkylation reactions is the determination of the origin of the AT-
rich alkylation selectivity. Although experimental studies defined
a number of key features that contribute to the sequence-selective
DNA alkylation by members of this class of agents, the selectivity
for the almost exclusive addition to adenine remains an open
question. The only hypothesis put forward until now is that the
nucleophilic addition occurs at the most accessible of the two most
nucleophilic sites in the minor groove (adenine N3 versus guanine

Table 4 Activation energy in kcal mol−1 (298.15 K, 1 atm) in the gas
phase [PBE0/6-31G(d)] for the reaction of the compound 3 with adenine
and guanine

Gas phase Adenine Guanine

DE‡ (TS–reactants) 31.1 38.8
DE (product–reactants) 19.8 28.1

N3).11 Here, we will investigate if intrinsic electronic effects could
play any role in determining the selectivity by using the model
compound 3 (CPI, Fig. 1). We will consider only purinic bases
(adenine and guanine) since the other two DNA bases (cytosine
and thymine) are not able to attack an electrophilic species. Our
results show that the reaction follows the same SN2 mechanism
discussed above. Examination of the calculated reaction and
activation energies shows that in the gas phase all the processes
are endothermic and that the energy barrier (DE‡) governing
the alkylation reaction of 3 with guanine is higher than with
adenine by about 8 kcal mol−1 (Table 4). The product structures
are characterized by an aromatic moiety with the C1–C10 bond
nearly coplanar to the ring. Most of the features of the transition
state with guanine (TS-guanine) do not differ significantly from
that with adenine (TS-adenine) (Fig. 3, SI-1, SI-2†). Indeed,
in both structures the developing aromaticity is evidenced by the

bond lengths and the dihedral angles a (C6–C5–C10–C2), b (C6–
C5–C10–C1), c (C6–C5–C10–C9) and d (C8–C9–C10–C5), with
the C2–C10 bond going to become coplanar to the ring, while the
C1–C10 bond shifts toward a more perpendicular arrangement.
However, there are some differences related to different reactivities.
Fig. 3 shows that the length of the incipient bond (C1–nitrogen)
differs appreciably between the reactions, and this difference is a
remarkable feature of both transition states (Fig. 3). Indeed, the

Fig. 3 Structure of the transition state (TS-3) of (+)-CPI with DNA bases
optimized at PBE0/6-31G(d) level. The bond lengths are in Angstroms.
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C1–nitrogen bond in TS-adenine is longer (1.892 Å) than that in
TS-guanine (1.826 Å), and this could be a consequence of a greater
facility of adenine to react. This is in agreement with Hammond’s
postulate52 which predicts a transition state with a structure closer
to that of the product for the reaction with guanine and a transition
state more resembling the reactants for adenine (see Tables SI-1,
SI-2†).

The analysis of the transition states is completed by the NBO
analysis, the results of which are summarized in Tables SI-4 and
SI-5.† Indeed, the hybridization of the atoms in the TSs (Table SI-
4) shows that TS-adenine still presents the C1–C10 bond, whereas
in TS-guanine the C1–C10 bond is already broken and the lone
pair on the nucleophile has almost become the r bond between
the carbon C1 and the nitrogen. These data are indicative of an
“early” TS structure for adenine (closer to the reactants) and
of a “late” TS for guanine (closer to the product). The most
significant stabilizing interactions governing the reaction with
adenine involve the C1–C10 bond (r*) and the LP orbital of the
adenine nitrogen (98.1 kcal mol−1, Table SI-5). This confirms the
prominent role of the nitrogen lone pair of adenine in stabilizing
a TS with a structure quite close to that of the reactants, with a
consequent lower activation energy.

Thus, the stabilizing interactions operative for the adenine and
guanine nitrogens are slightly different, possibly due to different
electron delocalization in the base rings leading, inter alia, to a
greater electronic occupancy of the nitrogen LP orbital in adenine
than in guanine (Table SI-6†). It is noteworthy that adenine is
characterized by a canonical aromatic system (N1–C2–N3–C4–
C5–C6), whereas in the guanine the presence of the carbonyl group
induces the formation of a C2–N3–C4–C5–C6–O10 p-system,
with an increased double bond character for the C2–N3 bond and
a reduction of the electronic density on the nucleophilic nitrogen.

3.2 Influence of environmental and specific interactions on the
reaction rate

A quantitative investigation of the role of more distant parts of
DNA in tuning the reaction would possibly require a dynamical
approach.53 Here, however, we are more interested in general
trends, which could be obscured by the specific details of different
simulations for different drugs. As a consequence we resorted
to a simpler model in which non specific effects are described
in terms of a continuum polarizable medium with a dielectric
constant typical of biological systems (2 < e < 8).54 Next, specific
effects are considered enlarging the system treated at the quantum
mechanical level by models including the local environment of
DNA fragments showing short contacts with the reacting moiety
(DSA, DSI or CPI). We recall that, for non overlapping systems,
the electrostatic potential (and/or electric field) experienced by a
fragment can be expressed exactly in terms of apparent charges
spread on a suitable separating surface. Of course, here we make
the further assumption that the differential effect of the DNA
field on reactants and transition states is well reproduced by the
combined contributions of the small fragments treated explicitly
and of the continuous polarizable medium mimicking long range
effects. A number of studies are showing that, under favorable
conditions, this approach can provide realistic trends without the
need of knowing the precise structural characteristics of large
biological systems at an atomic resolution.55

On this basis we will examine first the effect of intermolecular
hydrogen bonds with the carbonyl moiety present in all ligands;
next, we will focus our attention on the effects of this kind of
interaction on the methoxy groups of (+)-DSA. In both cases,
for purposes of illustration, additional non specific environmental
effects will be taken into account by means of polarizable
continuum media with dielectric constants (e) ranging between
4 and 8 which corresponds to the accepted range of the effective
dielectric constant in biological systems. In some cases, a dielectric
constant of 78 (bulk water) was also considered.

The study of the quite complex models discussed in this paper
requires considerable computer resources. To simplify matters we
considered at first the reaction between a (+)-DSA derivative, (+)-
N-Boc-CPI (4) and pyridine. The results in Table 5 show that the
activation energies for the reaction of (+)-CPI with adenine and
pyridine are very close and that the two models, (+)-CPI and (+)-
N-Boc-CPI give comparable results. These data suggest that the
chosen model may be adequate for determining reliable relative
energies.

Table 6 shows that the activation energies of the reaction in
solution between compound 4 with pyridine are smaller than in
the gas phase and that the energies decrease when the dielectric
constant of the medium is increased. In particular, in aqueous
solution our computations predict that the barrier for the reaction
is significantly lower than in the gas phase and this can be related
to the stabilization of the structures involving charge separation
by polar solvents.

Next, keeping in mind that in the alkylation reaction a water
molecule could act as a proton relay, one or two water molecules
can be involved in relatively strong hydrogen bonds linking the
reactants. In our model (Fig. 4), when one water molecule is
hydrogen bonded to the carbonylic oxygen in 4, the barrier height
of the transition state (TS-4S) is reduced to 30.2 kcal mol−1. If
two molecules of water are hydrogen bonded, the barrier further
decreases to 28.3 kcal mol−1. Although entropy effects can, of
course, modify the quantitative results, we think that the general

Table 5 Activation energy in kcal mol−1 (298.15 K, 1 atm) for the reaction
of the compound 3 (CPI) and 4 (N-Boc-CPI) with adenine (gas phase) and
pyridine (both gas phase and aqueous solution)

Nucleophile 3 4

Gas phase

Pyridine 31.0 32.4
Adenine 31.1 —

Aqueous solution

Pyridine 21.3 22.5

Table 6 Activation energy in kcal mol−1 (298.15 K, 1 atm) in the gas
phase [PBE0/6-31G(d)] and in aqueous solution [PCM–PBE0/6-31G(d)]
for the reaction between compound 4 and pyridine with one (S) and two
(2S) solvent molecules

4 4 + S 4 + 2S

DE‡ (gas phase) 32.4 30.2 28.3
DE‡ (e = 4.0) 27.0 24.5 22.5
DE‡ (e = 8.0) 25.5 23.0 21.1
DE‡ (e = 78.0) 22.5 20.0 18.0
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Fig. 4 Structure of the (+)-N-Boc-CPI with one (S) and two (2S) water
molecules optimized at PBE0/6-31G(d) level.

Table 7 Torsional angles (v1, v2) for the free ligand 4 optimized for the
gas phase [PBE0/6-31G(d)] with one (S) and two (2S) solvent molecules

Dihedral angles

Reactants v1 v2

4 11.4 7.1
4 + S 10.8 6.7
4 + 2S 14.3 8.0

trend suggested by the DE‡’s remains significant. From another
point of view, Table 7 shows that the structural changes induced
by the presence of explicit water molecules are quite small.

These results support the idea that the reactivity of the (+)-DSA
derivatives can be influenced by the number and type of hydrogen
bonding interactions with the solvent and/or with other parts
of the DNA. We will try to take into account both short- and
long-range effects by adding some explicit fragments to simulate
local interactions with the reacting system and then embedding
the whole system in a dielectric continuum mimicking non specific
interactions with more distant parts of the biological substrate
(see Table 6). It is noteworthy that in most cases the effect of both
contributions is nearly additive.55

3.3 Effect of substituents on the alkylating and binding units

3.3.1 The methyl ester group on the alkylating unit. We recall
that there is a general consensus about the leading catalytic effect
of a “binding-induced conformational change” in the alkylating
agent. However, there are different points of view concerning how
the torsion between the two subunits can be connected to the
alkylation rate. On the one hand, the observed inter-subunit twist
angle values in the end products (v1, v2 and v3, Table 1) of (+)-
DSA and (+)-DSI correlate with the reaction rates, suggesting that

larger torsions could lead to faster DNA alkylation (DSA > DSI).
Indeed, the comparison of the 3D structure of the (+)-DSA–DNA
adduct with that of the (+)-DSI–DNA adduct reveals differences
in the torsion angles, and, on the basis of the reaction rates (DSA
> DSI), supports the idea that the absence of the methoxy groups
on the binding subunit reduces the reaction rate and that there is
a correlation with the torsion angle (DSA > DSI).

On the other hand, the significantly greater alkylation rate of
(+)-DSI with respect to (+)-CPI (about 10 times) should imply
quite different inter-subunit twists in the bound conformation
of the two ligands, which are, on the contrary, very similar (see
Table 8). Thus, it is quite clear that the inter-subunit twist cannot
be the only factor influencing the reactivity and/or that the methyl
ester on the alkylating subunit has a direct effect in tuning the
alkylation efficiency of these agents.

Let us now investigate the role of the methyl ester on the
alkylating subunit in determining the reactivity beyond its mere
ability to increase the rigid length of the molecule. We start our
analysis by characterizing the structure of the free ligands, (+)-
DSA, (+)-DSI and (+)-CPI (1, 2 and 3, Fig. 5), and of the
end products (P-1, P-2 and P-3, Table SI-3†). The structural
investigation of 1, 2 and 3 shows that the most stable conformation
for the reactants, fully optimized for the gas phase, already presents
a quite large inter-subunit twist, with v1, v2 and v3 ≈ 19◦, 7◦ and 8◦,
respectively. As shown in Table 8, the values of these three dihedral
angles are similar also in the structures optimized for an aqueous
solution. As a matter of fact, the optimization of the ligand

Table 8 Torsional angles (v1, v2 and v3) for the free ligands optimized
for the gas phase [PBE0/6-31G(d)] and for an aqueous solution [PCM–
PBE0/6-31G(d)], and for the transition state structures and the products
optimized for the gas phase [PBE0/6-31G(d)]

Dihedral angles

Reactants v1 v2 v3

Gas phase

1 19.0 7.8 8.4
2 18.5 7.7 7.7
3 18.8 7.4 7.7

Aqueous solution

1 21.8 8.2 11.4
2 22.5 8.1 12.1
3 23.4 7.7 12.7

Transition states v1 v2 v3

Gas phase

1–Adenine 27.5 −4.7 14.4
2–Adenine 26.6 −4.6 14.6
3–Adenine 26.1 −4.3 14.0

Products v1 v2 v3

Gas phase

P-1–Adenine 31.9 −4.1 26.4
P-2–Adenine 23.4 −4.0 15.8
P-3–Adenine 23.2 −3.4 16.2
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Fig. 5 Structure of compounds 1, 2, and 3 optimized at the PBE0/6-31G(d) level.

(1 and 3) for the gas phase while gradually changing the dihedral
angle v1 by 5◦ steps (0◦, 5◦, 10◦, 15◦, 20◦, 25◦, 30◦) shows that
the resulting structures are only slightly different concerning both
geometry and energy (Fig. SI-2†), in agreement with a previous
study.56 In particular, distortion of v1 from 0◦ to 20◦ leads to an
energy change of just 0.6 kcal mol−1.

An analysis of the geometry of the optimized structures (Tables
SI-1 and SI-3†) shows in all products (P-1, P-2 and P-3) the same
system characterized by an aromatic moiety with the C1–C10
bond nearly coplanar to the ring and a distorted conformation
with quite large v1 torsion angles (31.0◦, 23.4◦ and 23.2◦ for P-1,
P-2 and P-3, respectively, see Table 8).

In summary, the free ligands show similar twisted conforma-
tions (Fig. 5), whereas the DSA–adenine adduct is the most
twisted among the products. At the same time, the computed
energy barriers (Table 9) indicate that the reaction with (+)-DSA
is not characterized by the lowest energy barrier. Hence, our data
suggest that the experimentally observed difference in alkylation
rates between the three ligands could not be directly connected
to the inter-subunit twist found in the bound conformations, in
terms of induced twist in the free ligand by the DNA. In fact, an

Table 9 Energy differences in kcal mol−1 (298.15 K, 1 atm) in the gas
phase [PBE0/6-31G(d)] and in aqueous solution [PCM–PBE0/6-31G(d)]
for compounds 1, 2 and 3 with adenine

Compound

Gas phase 1 2 3

DE‡ (TS–reactants) 30.9 29.8 31.1
DE (P–reactants) 18.1 18.0 19.8

e = 4.0

DE‡ (TS–reactants) 30.6 28.9 30.1

e = 8.0

DE‡ (TS–reactants) 30.3 28.5 29.8

e = 78.0

DE‡ (TS–reactants) 28.7 26.9 27.8
DE (P–reactants) 5.0 5.1 7.2

Table 10 Bond lengths for the transition states of the reactions of
compounds 1, 2 and 3 with adenine optimized for the gas phase [PBE0/6-
31G(d)]

Bond length/Å

Bond Nucleophile 1 2 3

C1–C10 Adenine 2.118 2.117 2.128
C1–Nu Adenine 1.908 1.908 1.892

increase of the twist in P is not associated with a decrease in the
activation energy.

The most significant result concerns the electronic effect of the
methyl ester group on the alkylation reaction, which becomes
apparent upon comparison of the reactions of (+)-DSI and (+)-
CPI with adenine. As seen above, the two systems show very
similar geometric features for the reactants, transition states
and products (Tables 8, 10), but the activation energy is lower
for (+)-DSI than for (+)-CPI (Table 9), in full agreement with
the experimental results. In terms of electronic effects, our data
parallel the greater electrophilic character of (+)-DSI compared
with (+)-CPI, mirroring the influence of an electron withdrawing
substituent. The slightly larger positive Mulliken atomic charge
on the C1 carbon is a direct answer to this effect: (+)-DSI
(q = +0.069) and (+)-CPI (q = +0.064). At the same time,
the reactivity order of the three compounds (1, 2, 3) toward
adenine predicted by the donor–acceptor intermolecular hardness
is in agreement with these results (i.e. gDSI ∼ gDSA < gCPI, see
Fig. SI-3†) confirming the role of the methyl ester group on the
reacting unit in increasing the ligand electrophilicity by stabilizing
the LUMO. This analysis provides an explanation of the reactivity
difference between DSI and CPI, which is not rationalizable in
terms of geometric characteristics only.

On the other hand, some experimental studies17 proved that (+)-
DSI is less reactive than (+)-CPI under acid conditions (solvolysis).
This seems in contrast with the electronic effect of the methyl ester
group on the reactivity discussed above. Thus, we also decided to
investigate the attack of the nucleophile to a protonated form of
our model compound (Scheme 2).

The comparison of the calculated activation energies of (+)-N-
Boc-DSA (5) and (+)-N-Boc-CPI (4) in acid conditions, reveals
that the derivative with the ester group (5) is slightly more reactive
(activation energy of 14.3 vs. 15.0 kcal mol−1). In particular, the
presence of a methyl ester group significantly reduces the negative
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Scheme 2 Schematic pathway for the SN2 reaction, under acid conditions.

charge on the carbonyl oxygen (−0.533 vs. −0.550 from a Mulliken
population analysis), whereas the effect on the cyclopropyl carbon
is small (q = +0.065 vs. +0.060). This means that the change of the
electronic distribution due to the presence of a withdrawing group
on the A subunit influences substantially the basicity of the oxygen
atom which, under solvolytic conditions, could be less easily
protonated for (+)-DSI, with a consequently reduced reactivity.
This hypothesis is confirmed by the fact that the protonation is
more favorable by 1.9 kcal mol−1 (at the PBE0/6-31G(d) level)
when the methyl ester group is present.

3.3.2 The methoxy groups on the binding unit. Let us now
compare the reaction of adenine with (+)-DSA (1) and (+)-DSI
(2) (Fig. 6). On the one hand, experiments and computations agree
in predicting a significantly larger torsion angle v1 in the DSA–
adenine product than in the DSI–adenine one (Table 8). However,
the computed activation energy of (+)-DSA is higher than that
of (+)-DSI (DE‡ = 30.9 kcal mol−1 for DSA vs. DE‡ = 29.8 kcal
mol−1 for DSI), whereas on the basis of the experimental rates the
natural compound (1) is twenty times faster than the synthetic one
(2). Thus, in the absence of other intermolecular interactions the
methoxy groups on the binding unit do not increase the reaction
rate. Of course, specific interactions between the methoxy groups
and suitable DNA fragments and/or water molecules structured
in the minor groove could influence the activation barrier of the
alkylation reaction in terms of stereo-electronic effects. Indeed,
it is known that phosphate groups are principal hydration sites
and that each nucleotide is closely associated with several water
molecules. Analysis of several sets of experimental data, regarding
the synthesis and the evaluation of the relative rates of structural
analogues, leads to the conclusion that the methoxy group M1

Fig. 6 Structure of the transition state of 1 with adenine optimized at
PBE0/6-31G(d) level.

(Fig. 1) is essential for attaining the full alkylation activity of (+)-
DSA, whereas the adjacent M2 and M3 methoxy groups have a
negligible effect on alkylation rates.22 In particular, elimination of
M1 reduces the alkylation efficiency by 5–20 times. Examination
of the structure of the (+)-DSA complex reveals that M1 has close
contacts with some DNA fragments (thus effectively extending
the length of the ligand on the side facing the minor groove),
whereas M2 and M3 do not show any short contact with other
parts of the DNA. Since the methoxy group M1 is completely and
deeply embedded in the minor groove, it can provide stabilizing
non covalent binding contacts that may account, at least in part,
for its dominant role in the alkylating properties of (+)-DSA.28 We
have, therefore, selected two model systems in which one and two
water molecules are placed near the oxygen atom of the M1 group
with an orientation suitable to the formation of two hydrogen
bonds (Fig. 7). In the gas phase, the activation energy of these
models is lowered by 3.1 and 7.1 kcal mol−1 with respect to that of
the free reactants, respectively. In addition, we approximated non
specific environmental effects in the minor groove by means of a
polarizable continuum with a dielectric constant of 4.0, obtaining
a further reduction of the energy barrier of about 1 kcal mol−1.
In summary, a model including specific fragments surrounding
the ligand together with non specific environmental effects is able
to reduce the activation energy of (+)-DSA to below that of (+)-
DSI. Thus, electronic effects of DNA residues close to the methoxy
groups cannot be neglected for a satisfactory explanation of the
DNA catalytic mechanism, with the hydrogen bonds formed by the
M1 oxygen playing the most significant role. In order to analyze the
origin of this stereo-electronic effect we resorted again to reactivity
indexes: the decrease of the intermolecular hardness (gDA) between
(+)-DSA and adenine (7.42 eV and 7.33 eV with one and two
water molecules, respectively) below that of (+)-DSI (7.47 eV)
again points out the role of polarization effects in stabilizing the
ligand LUMO with the consequent increase of electrophilicity and
reactivity.

Fig. 7 Structure of the transition state of (+)-DSA with adenine with 2
water molecules.

As a last point, let us underline that intermolecular interac-
tions could “lock” the ligand into the minor groove, leading
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from an intermolecular reaction (bimolecular in solution) to an
intramolecular one (first-order in DNA), where the rate enhance-
ment is related to the formation of some sort of pre-complex.
The rate increase when a bimolecular reaction is converted
into a unimolecular one is related to the entropy change when
translational and rotational motions of reactants in a bimolecular
reaction are transformed into low-frequency vibrations of the pre-
complex.

4. Conclusions

The application of an integrated computational approach has
provided, in our opinion, some interesting results about the role
of stereo-electronic effects in tuning the DNA alkylation process
by (+)-DSA. The most significant aspects can be summarized as
follows:

1. As already found in previous computations24 and in agree-
ment with experimental evidence, our calculations indicate that
the cyclopropane ring-opening of compounds 1, 2 and 3, upon
nucleophilic attack of adenine at the least substituted carbon atom
(C1) follows the SN2 mechanism.

2. The computed activation energy governing the reaction of
(+)-DSA with guanine is about 8 kcal mol−1 higher than for the
reaction with adenine. Although different steric accessibilities can,
of course, lead to selective alkylation of adenine, our results suggest
that local stereo-electronic effects also play a significant role.

3. Specific hydrogen bond interactions reduce the activation
energy of the title reaction, which becomes feasible under neutral
conditions also. Moreover, specific non-covalent interactions
between the ligand and sites that are located in the DNA
minor groove play a significant role in determining the rate
enhancement experimentally observed in DNA with respect to
the corresponding process in solution.

4. The electron-withdrawing methyl ester substituent, bonded
to the alkylating subunit of (+)-DSA, promotes the nucleophilic
attack and, by increasing the positive charge on the reactive
cyclopropyl carbon, decreases the activation energy leading, in
agreement with the experiments, to a faster alkylation with (+)-
DSI than with (+)-CPI.

5. Specific interactions between the methoxy groups on the
binding subunit and the DNA environment decrease the activation
energy governing the alkylation process of (+)-DSA below that
of the corresponding reaction with (+)-DSI. Once again stereo-
electronic effects play a role in determining the experimentally
observed trend of reaction rates.

6. According to our results, the inter-subunit twist plays a
marginal role in tuning DNA alkylation rates. As a matter of
fact, modifications of the key dihedral angles (v1, v2 and v3) as
large as 20◦ change the activation energy by less than 1 kcal mol−1

from a reference value of ≈30 kcal mol−1.
In conclusion, we think that our results provide some interesting

hints about the interplay of different effects in determining
the overall outcome of duocarmycin alkylation. Furthermore,
together with the intrinsic interest of the investigated system,
the present study confirms, in our opinion, that an integrated
computational tool, rooted in density functional theory and
continuum solvent models, offers a valuable aid toward the
elucidation of the role of different effects involved in processes
of biological and pharmacological interest.
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